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The Challenges and Possibilities of Social Media Data: 
New Directions in Literary Studies and 
the Digital Humanities

Melanie Walsh

During the Q&A after my 2017 talk at Michigan State University’s Global 
Digital Humanities conference, a faculty member raised his hand and 
asked a series of questions that challenged me— even scared me— because I 

wasn’t confident about the answers. “How would you describe your ethical approach 
to this data?” he asked. “Did you get IRB approval for this research?” At the time, 
I was a graduate student in English literature, and I had just presented a paper about 
my nascent digital humanities project— an analysis of #BlackLivesMatter tweets 
that cited the American novelist and civil rights activist James Baldwin. Then, as 
now, I argued that social media data can provide a rich archive of reading, literary 
reception, and textual circulation, that it can help us understand how people feel 
about books and authors and how they use them in the world. This social media 
data might include tweeted quotations, like the ones I referenced in my paper, but 
it might also include Goodreads ratings, TikTok (or “BookTok”) videos, fanfiction 
stories, Tumblr discussions, Reddit memes, YouTube reviews, or countless other 
kinds of content from countless other platforms. Because this material is published 
on the internet, and because it can be collected as data, I believed, and still believe, 
that it can fuel new, data- rich approaches to literary history, opening up additional 
understandings of how literature lives in the contemporary world.

Yet the audience member’s questions about ethics and obtaining approval from 
the IRB gave me pause. I understood the Twitter users in my dataset as authors in 
their own right, people who deserved credit and citation in my paper, and I had 
planned to inform these users before I formally published any research that cited 
their tweets. But I had not discussed this approach with many other scholars, nor 
was I certain about best practices for the field. And I pointedly shied away from the 
second question. What’s an IRB again? I thought to myself.

An IRB, or institutional review board, is an administrative body that evaluates 
and approves the ethical dimensions of research involving human participants, with 
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the goal of protecting the rights and welfare of the people involved. These review 
boards, a requirement for any U.S. institution or university that receives federal 
research money, were established in response to heinous human subject research 
abuses committed in the early-  and mid- twentieth century.1 Though familiar to 
many scholars in the sciences and social sciences, IRBs were not familiar to me, an 
English literature graduate student. Working with human subjects is not common 
in literary studies research— or at least, historically, it has not been. Though I later 
learned that publicly available data like tweets do not typically require IRB approval, 
I also learned that IRB approval or exemption is hardly the end of the story when 
it comes to dealing with social media data.2 As Moya Bailey argues, “social media 
users require a level of forethought that extends beyond the purview of the IRB.”3 
This perspective is shared by many other scholars as well as by the social media 
archiving project Documenting the Now, which has specifically grappled with the 
difficult questions raised by archiving #BlackLivesMatter data.

I begin with the story of this conference Q&A because I think it highlights a 
basic disconnect between my humanistic training and the more social- scientific 
research that I was beginning to do, a kind of interdisciplinary research that has 
come to characterize my scholarship and that has been embraced by other digi-
tal humanists and quantitative literary critics, too. Literary studies education does 
not typically cover how to conduct responsible research about people, or at least 
not “ordinary” people— in other words, people who are not published authors. Yet 
research that involves social media data always demands understanding how to 
treat people and their information with responsibility and care. As social media 
data becomes a more commonly used source in the digital humanities— and I use 
“social media data” as a catchall term for any user- generated content published on 
the internet— the absence of ethical frameworks to guide this type of research will 
become an even more pressing problem.

To be clear, I believe that social media data holds great promise for the human-
ities and for literary studies in particular, especially for an emerging subfield that 
I call computational reception studies, which explores questions related to reading, 
reception, and textual circulation.4 But social media data is a fundamentally differ-
ent kind of data than the digitized text collections that are familiar to most digital 
humanists and quantitative literary scholars. Most consequentially, social media 
data is tethered to living people who, unlike traditionally published authors, may 
not be expecting to be featured in scholarship and may even by harmed it. This dif-
ference demands that humanists who use social media data in their research must 
engage with the people behind the data being studied and with the ethical ques-
tions that their data invites.

The many challenges involved with collecting and analyzing data produced 
by communities has already been a central focus of digital humanities scholarship, 
and this body of thought serves as an essential resource. But there is additional 
work that needs to be done to connect this scholarship to the specific practices 
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associated with computationally assisted social media research, and there are other 
gaps that remain. In the first half of this chapter, I sketch out the subfield of compu-
tational reception studies, showing how social media data resembles earlier forms of 
reception data featured in existing digital humanities work (e.g., nineteenth- century 
library records or twentieth- century book reviews) and how it also figures in emerg-
ing research on contemporary literature, readership, and politics. In the second half, 
I highlight the approaches to social media data being used and recommended by 
leading researchers at the border of the social sciences and digital humanities. These 
scholars— including Sarah J. Jackson, Moya Bailey, and Brooke Foucault Welles; 
Deen Freelon, Charlton D. McIlwain, and Meredith D. Clark; Dorothy Kim and 
Eunsong Kim; Brianna Dym and Casey Fiesler; and members of the Documenting 
the Now project— are currently pursuing the complex questions animated by the 
scholarly use of social media data. By drawing on these scholars as well as my own 
research experience, I outline three unresolved questions for humanists who plan to 
study social media data with the help of computational tools: (1) How should schol-
ars engage with the online communities whose data they computationally collect 
and analyze? (2) How should scholars cite social media users in published research? 
(3) How, if at all, should scholars share users’ data? These three issues— community 
engagement, citation, and data sharing— do not have easy or universal solutions, 
but I suggest some best practices for addressing them.

Though this chapter mostly focuses on the reception turn in quantitative liter-
ary studies, social media data is already being used in other parts of literary studies 
and the humanities, and the best practices that I offer also apply to those areas. Matt 
Kirschenbaum, for example, has argued that scholars “cannot write seriously about 
contemporary literature without taking into account myriad channels and venues 
for online exchange.” Proving Kirschenbaum’s point, Laura McGrath has studied 
how aspiring authors pitch their work to literary agents on Twitter by using both 
qualitative and quantitative methods plus an archive of computationally collected 
tweets. Advocating for the broad potential of social media data in digital humani-
ties research, Michael L. Black has suggested that it might help build a more inter-
disciplinary and global digital humanities community, drawing in “fields like new 
media studies, software studies, science and technology studies, and Internet his-
tory” while also offering an alternative to “major print data repositories, which con-
tinue to rely on cultural categories defined around national identities” (96). Whether 
or not this exciting vision is fulfilled, an increasing number of scholars and students 
will inevitably apply the technical methods of the digital humanities (e.g., compu-
tational text analysis, data mining, machine learning) to the social media sphere. 
The issues of community engagement, citation, and data sharing will thus become 
essential considerations not only for scholars who are interested in reception, or 
scholars who plan to use social media data in their own research, but for many 
more. We must shift the way we teach and do research with computational meth-
ods in the humanities so that we can more responsibly engage with communities 
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and the social data they create, and so that we can build a lasting framework for the 
research to come.

The Reception Turn in Quantitative Literary Studies

At the 2020 Modern Language Association (MLA) annual convention, Ted Under-
wood heralded a shift in quantitative literary studies, or “distant reading,” when 
he announced a turn away from the field’s primary focus on the text of books and 
toward evidence about the life of books. “The collections distant readers built ten 
or twenty years ago informed us about literary production, not circulation or recep-
tion,” Underwood said. “But if we want to learn about the other half of a book’s life 
cycle, we’re going to need other kinds of evidence.” This shift has partly been driven, 
as Underwood acknowledged, by scholars like Katherine Bode and Lauren Klein, 
who argue that quantitative approaches to literary history are reductive if schol-
ars only apply them to a single copy of a literary work and do not account for the 
work’s publication or circulation history (Bode, 79), or if they frame their analyses 
only along the axis of “close” and “distant” reading and do not consider additional 
dimensions of scale (Klein, 25). In their own research, both Bode and Klein offer 
promising ways to enrich quantitative approaches to literary history. But using more 
and better evidence about reception is another clear way that scholars can produce 
deeper, more complex cultural histories.

Many digital humanities scholars have in fact already begun to produce these 
multidimensional cultural histories by incorporating a wide variety of reception 
 evidence in their work. Bode, for example, has pointed out that many of Franco 
Moretti’s claims about readers are tenuously based on the “publication [date] and/ or 
formal features of literary works,” not on actual evidence about readers (Bode, 92).5 
Anne DeWitt, rather than relying on formal textual features alone, explores reader 
responses to nineteenth- century theological novels through their discussion in 
newspapers. Lynne Tatlock, Matt Erlin, Doug Knox, and Steve Pentecost simi-
larly study late- nineteenth- century readership by examining library book check-
out records digitized by the What Middletown Read project. Underwood, Wenyi 
Shang, and their team at the University of Illinois Urbana- Champaign are parsing 
twentieth- century book reviews from volumes like Book Review Digest, hoping to 
understand how reviews influence literary prestige, popularity, and style. There are 
other leading digital humanities projects that rely on reception and circulation data 
as well.6 Projects like Viral Texts and America’s Public Bible use newspaper archives 
to track the reprinting of texts and the popularity of biblical quotations; the Reading 
Chicago Reading project relies on library records from the Chicago Public Library 
to understand how people across the city engage with the same books; and the Open 
Syllabus Project uses crowdsourced syllabi to understand the contours of college 
curriculum and the most frequently taught texts and authors. By shifting attention 
away from primary textual evidence and toward these other forms of evidence, this 
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emerging subfield seeks to answer questions that have long been central to critical 
traditions like reader- response criticism, reception studies, book history, audience 
theory, and the history of reading.

These reception- oriented approaches, which first took shape in the 1970s and 
1980s, emerged, much like their digital humanities descendants, from a dissatisfac-
tion with the narrow scope of then- dominant critical methods and with scholars’ 
excessive focus on the text. “Although theorists of reader- oriented criticism disagree 
on many issues,” as Jane Tompkins once put it, “they are united in one thing: their 
opposition to the belief that meaning inheres completely and exclusively in the liter-
ary text” (201). The same could be said of computational reception studies, which, 
while varied in its approaches, seems united around the belief that “other kinds of 
evidence” are required to understand literary and cultural texts.

The kinds of evidence discussed thus far— historical book reviews, newspa-
per articles, library circulation records— are largely familiar to scholars who use 
computational methods in the digital humanities because they come from familiar 
databases (e.g., the HathiTrust Digital Library, the Library of Congress’s Chroni-
cling America newspaper archive) or entail familiar processes of digitization (e.g., 
scanning and optical character recognition). But data about reading and reception 
is also being curated from a source far less familiar to the field: the internet, where 
book reviews, fanfiction stories, tweeted quotations, and other forms of reception 
evidence are routinely and copiously published by readers, writers, and amateur crit-
ics. Compared to more traditional digitized text collections, this born- digital data 
offers new affordances. Its abundance, its relative ease of collection, and its unique, 
often intimate documentation of reader responses open new possibilities for literary 
research.7 For example, Goodreads, the social networking site for readers, cur-
rently has more than 120 million users who have published, since the site’s found-
ing in 2006, more than 90 million reviews of books. While bigger data is not always 
better data, bigger data, in this case, represents an expanded archive of reception. 
Goodreads reviews and other social media data also represent readers’ responses in 
their own words, a kind of evidence that has been historically difficult, if not impos-
sible, for literary critics to find, especially in large quantities.8 Further, because these 
reviews are published on the internet, they can be “scraped” or otherwise compu-
tationally collected as structured data, and scraping data from the web is generally 
easier and faster than digitizing print materials.9

Social media data’s abundance, availability, and richness have made it a growing 
focus in humanistic research. For example, literary scholars have used Goodreads 
reviews and ratings to empirically investigate various differences between recep-
tion communities: the readers of best- selling novels versus the readers of critically 
acclaimed novels (English et al.), the language of amateur reviewers versus the 
language of professional reviewers (Hegel), the tastes of conservative readers ver-
sus the tastes of liberal readers (Piper and So), and the books rated by Goodreads 
users versus the books cited by literary scholars (Manshel, McGrath, and Porter). 
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Additionally, teams at the Stanford Literary Lab have explored how genres of fan-
fiction, in which amateur authors write and share stories based on existing fiction, 
evolve over time and how Harry Potter fanfiction compares across different lan-
guages. A team at the University of Pennsylvania’s Price Lab for Digital Humani-
ties, meanwhile, has studied how quotations get recycled from movies to Archive 
of Our Own fanfiction stories. They have also published an interactive tool, The Fan 
Engagement Meter (fanengagement . org), which can be used to explore these trends. 
In my own research, I have drawn on an archive of #BlackLivesMatter tweets to 
explore quotations of the writer James Baldwin, showing that Twitter users over-
whelmingly cited Baldwin’s 1960s mass media material as well as circulated vari-
ous misquotations of his words (Walsh).10 And while Twitter has received outsized 
scholarly attention because it makes data more available to researchers, many other 
platforms— such as YouTube, TikTok, and Reddit— can also give us enlightening 
perspectives on how people discuss, deploy, and use literature in everyday life.

Though social media data clearly offers new opportunities when compared to 
traditional digitized texts, it also poses new challenges. The most serious chal-
lenges stem from the fact that social media data is published by people who, unlike 
traditionally published authors, may not be expecting or may not want to be the 
subjects of research. These are people who may, consequently, be at special risk of 
doxxing, trolling, harassment, or of otherwise experiencing negative, undesired out-
comes from the mishandling of their data. Scholars who study fanfiction commu-
nities, are intimately familiar with such risks and with the difficulties of separat-
ing online texts from the people who authored them. One of the most complicated 
questions for fanfiction scholars, as Kristina Busse puts it, is “whether online evidence 
ought to be viewed as a textual document or as an utterance by the person who wrote 
it” (11). Scholars of computational reception studies must face the same ques-
tion. Is a Goodreads dataset, for example, a collection of texts or a collection of 
utterances made by people? It is both, of course. But I believe that we can take a cue 
from fanfiction scholarship in more clearly recognizing the people in the data and 
the living quality of the data. “Unlike traditional texts,” as Brianna Dym and Casey 
Fiesler write, “fan works are personal and tied to the people and communities they 
are created in as living data, so they carry consequences with their use and analysis” 
(emphasis added). For scholars who use fanfiction stories or similar “living data” in 
their work, these consequences are necessary to address.

This is not, of course, the first time that humanists or literary critics have 
engaged with living data. Perhaps the most influential work of reception schol-
arship, Janice Radway’s Reading the Romance, is centered around a community of 
real Midwestern women romance readers. Interestingly enough, Underwood has 
previously pointed to Radway as a proto- quantitative literary critic because she 
uses, in this study, social- scientific methods like experimental design, samples, and 
hypotheses. This genealogy, as Underwood tells it, is meant to highlight quantita-
tive literary studies’ investment in social- scientific approaches rather than in digital 
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technology or the digital humanities. But Radway’s decision to engage with actual 
readers— “to move beyond the various concepts of the inscribed, ideal, or model 
reader and to work with actual subjects in history” (5)— demanded not only that 
she formulate hypotheses and create samples, but also that she incorporate ethno-
graphic approaches such as interviews, surveys, participant observation, and collab-
oration. This aspect of Radway’s social- scientific approach is, in my view, not what 
disconnects quantitative literary studies from the rest of the digital humanities but 
perhaps one of the things that most meaningfully connects them.

As many of the chapters in this 2023 edition of Debates in the Digital Humani-
ties testify, digital humanities scholars have been leaders in conversations around 
data ethics and at the forefront of developing guidelines for data- driven research 
with and for communities. In Chapter 8 (The Feminist Data Manifest- NO), Tonia 
Sutherland, Marika Cifor, T. L. Cowan, Jasmine Rault, and Patricia Garcia propose 
distinct principles for feminist approaches to data that center minoritized com-
munities. These principles— informed by humanistic thinking about data and eth-
ics, people and lives— can be carried over, and indeed have been carried over, into 
social- scientific work. In the sections that follow, I show how current computa-
tional research with social media data must continue to bridge digital humanities 
and social science perspectives, particularly with regard to three key challenges: 
community engagement, citation, and data sharing. To think through these chal-
lenges, I draw on models and recommendations from the Documenting the Now 
project; from research about social media activism by Moya Bailey, Sarah J. Jackson, 
Brooke Foucault Welles, Deen Freelon, Charlton D. McIlwain, and Meredith D. 
Clark; and from research about ethical approaches to fanfiction data by Brianna 
Dym and Casey Fiesler. These researchers and their projects are especially helpful 
because they focus on the data of marginalized or otherwise vulnerable communi-
ties, such as Black activists and LBGTQ fanfiction writers. Centering research on 
these communities can help scholars develop best practices that consider the most 
vulnerable as a baseline and adjust from this baseline based on context.

Community Engagement

Because of the technical affordances of social media data, it is not only possible but 
common for researchers to collect users’ personal data without their permission and 
even without their knowledge. Fiesler and Nicholas Proferes have shown that many 
Twitter users are not aware that researchers can and do collect their data. Perhaps 
equally worrisome is that researchers often lack knowledge about the users and 
communities whose data they collect. As Bergis Jules, Ed Summers, and Vernon 
Mitchell of Documenting the Now assert, “the internet affords the luxury of a cer-
tain amount of distance to be able to observe people, consume information gener-
ated by and about them, and collect their data without having to participate in equi-
table engagement as a way to understand their lives, communities, or concerns” (3). 
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For these reasons, they and other scholars argue that researchers should engage 
with and be knowledgeable about the communities whom they are studying and 
collecting data from— whether through conversation, collaboration, interviews, or 
ethnographic approaches. This insistence on community engagement aligns with 
one of the principles of the Feminist Data Manifest- NO (see Chapter 8), in which 
the authors refuse “work about minoritized people” and commit instead to “work-
ing with and for minoritized people in ways that are consensual and reciprocal and 
that understand data as always co- constituted” (emphasis added). Here, I argue that 
humanities scholars who work with social media data must meaningfully and delib-
erately engage with the communities they study, as well.

The significance of community engagement for humanistic social media 
research has already been demonstrated in some of the public discourse surround-
ing the Fan Engagement Meter, the fanfiction project out of Penn’s Price Lab for 
Digital Humanities. Led by Peter Decherney, James Fiumara, and Scott Enderle, the 
Fan Engagement Meter is an interactive tool that displays lines of film dialogue com-
monly reused in Archive of Our Own fanfiction stories— stories that were com-
putationally collected and analyzed for the purposes of the project. After the Fan 
Engagement Meter was spotlighted by the university’s news publication, Penn Today, 
some fanfiction writers and scholars, who were previously unaware of the project, 
began to voice concerns about it (Shepard). In a piece for the online publication Mary 
Sue, fanfiction writer Jessica Mason referred to the project’s methods as “creepy 
data mining,” and she amplified similar criticism from fanfiction scholar and liter-
ary critic Alexandra Edwards, who tweeted: “And I have to wonder . . . did they go 
through IRB for this? How do we know these researchers won’t sell the aggregated 
data (especially the bullshit predictive model stuff)? Are works on AO3 protected 
from this kind of exploitation in any way?”11 These comments and questions register 
some people’s discomfort, confusion, and apprehension about researchers collecting 
their data and the subsequent uses or potential misuses of that data. Such appre-
hension is especially heightened for fanfiction communities, as Dym and Fiesler 
address, because they often represent vulnerable populations and privacy- sensitive 
contexts “due to not only the large number of LGBTQ participants . . . but also dif-
ferent stigmas associated with fandom.” For computational reception studies , and 
for broader digital humanities research, these concerns underscore the importance 
of addressing ethical questions head on and clearly explaining approaches to data 
collection, data analysis, and data sharing in all published results.

But the central criticism voiced in Mason’s piece is not ultimately about data 
mining or even quantification, but rather it is about a lack of engagement with the 
fanfiction community on the part of the researchers and, more specifically, about a 
lack of dialogue with relevant work by women, queer people, and people of color:

The use of quantitative, data- based research isn’t new in fan studies. In fact, 
there are many academics and non- academics out there doing amazing work, 
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such as DestinationToast on tumblr. The problem here is these men approach-
ing fanfic like they’re the first people to analyze it.  .  .  . I hope this tool can 
somehow be useful, but I also hope these researchers take the time to listen to 
the female, queer and POC voices in fan studies that are doing great work and 
see what they can learn. (Mason)

This hope, the conclusion of Mason’s piece, underlines that working with, under-
standing, and listening to communities— as well as to scholars already researching in 
these spaces, even if they do not use the same methods— is one of the most impor-
tant considerations for computational research with social media data, and indeed 
for all academic research.

By directly engaging with the users and online communities whom they hope to 
study, scholars can also make better, more informed, and more context- dependent 
decisions about other parts of the research process, such as whether to cite a specific 
user in published research. For example, in Dym and Fiesler’s extremely useful best 
practices for studying online fandom data, they recommend that researchers who 
are unfamiliar with fan communities “spend time [in online fandom spaces] and 
take the time to talk to fans and to understand and learn their norms,” not only to 
learn more about the community but also to become more “mindful of each user’s 
reasonable expectations of privacy, which may be dependent on the community or 
platform.”12 They further underscore that making connections with individual users 
is possible even for large- scale, data- driven research: “Even for public data sets in 
which individual participants might number in the tens of thousands to the millions, 
it might be possible to talk to some members of the target population in order to 
better understand what values and concerns people might hold that would deter 
them from consenting to their data being used” (Dym and Fiesler). Likewise, for 
digital humanities scholars, even those working with large datasets, talking to actual 
internet users can be an essential step toward producing more ethical research.

Mixed- methods approaches to social media data have already proved success-
ful in leading research at the border of the social sciences and digital humanities. 
For example, in her research on the #GirlsLikeUs hashtag, created by trans advocate 
Janet Mock, Moya Bailey sought Mock’s permission to work on the project before it 
began, and she collaborated with Mock to develop her research questions and deter-
mine the project’s direction. Though Bailey’s research included data collection and 
quantitative analyses, it was also shaped by a consenting collaborator who was part 
of the community being studied. In their 2020 book #HashtagActivism: Networks 
of Race and Gender, Bailey and her colleagues Sarah Jackson and Brooke Foucault 
Welles similarly frame the social media users whom they study as collaborators, and 
they intentionally make space for “hashtag users to speak for themselves” (Jackson, 
Bailey, and Foucault Welles).13 To this end, they pair each chapter of their book with 
“an essay written by an influential member of a particular hashtag activism network” 
(Jackson, Bailey, and Foucault Welles). Along similar lines, Deen Freelon, Charlton 
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McIlwain, and Meredith Clark used large- scale network analysis techniques to study 
40 million #BlackLivesMatter (BLM) tweets, but they also interviewed dozens of 
BLM activists and allies “to better understand their thoughts about how social media 
was and was not useful in their work.” Such mixed- methods approaches, shaped by 
the social sciences, offer a productive model for computational reception studies 
and broader digital humanities research.

Yet, as we have seen, mixed- methods approaches are also not without precedent 
in the humanities, as Radway’s study of romance readers clearly demonstrates. After 
all, in Reading the Romance, Radway does not argue that ethnographic approaches 
should “replace textual interpretation” but rather that they might be “fruitfully 
employed as an essential component of a multifocused approach that attempts to do 
justice to . . . historical subjects” (6). In a similar vein, I argue that direct  interactions 
with online users and ethnographic approaches need not replace computational 
text analysis, but rather that they might be integrated as one part of a multifaceted 
approach that can more richly and responsibly consider what readers, writers, and 
amateur critics actually care about, what texts mean to them, and why they share 
texts in the contemporary world.

Citation

Researchers often face another difficult question when dealing with social media 
data: how, if at all, to quote or cite specific social media posts in published research. 
While some researchers attempt to avoid this issue by sticking with aggregated rep-
resentations of data, more humanistic research often demands engagement with 
specific examples. In my research on Baldwin and the BLM movement, for instance, 
I found that one of the most popular tweeted quotations was a misquotation of 
Baldwin’s words, one that had many subtle mutations in the dataset, and I wanted to 
attend to these differences by closely reading some of the individual tweets (Walsh). 
But I then faced the difficult decision of how to cite the authors of those tweets, 
how to balance protecting users’ privacy and safety with honoring their creativity 
and agency. I ultimately decided to contact each user, inform them of the cita-
tion, and give them the option of not being included in the article. Most people 
replied and actively voiced interest in being included. Some of these users asked for 
more details about the research, some expressed surprise that one of their tweets 
had been deemed research- worthy, and some conveyed mild shock that they had 
even authored the tweet I was referring to, forgetting about the 140 characters they 
had released into the ether years earlier. While this approach to citation worked for 
me at the time, I have continued to reflect on my choices, and today I would make 
slightly different ones. In alignment with arguments by Dorothy Kim and Eunsong 
Kim, I would now follow a stronger consent- centered approach, one that recom-
mends that researchers who wish to cite specific social media posts should make 
their best effort to contact the authors (especially if they are nonpublic figures) and 
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that they should seek explicit permission to use posts, in addition to asking for a 
desired authorial attribution, such as a username, real name, or pseudonym. Even 
when researchers make their best efforts, however, gaining direct permission from 
users is not always possible— a challenge that fanfiction scholars have noted and that 
my own research experience affirms as well.14 In these cases, it can be helpful to turn 
to other citation strategies, which I will discuss in more detail below.

First, however, it is important to establish why both citation and anonymiza-
tion are potentially harmful for users.15 Citation can be detrimental to users because 
it can expose their material to a new, unexpected, and/or larger audience, which 
can lead to unwanted attention, harassment, doxxing, physical harm, adverse pro-
fessional consequences, personal complications, and other negative outcomes. For 
example, the Documenting the Now project discusses how “activists of color .  .  . 
face a disproportionate level of harm from surveillance and data collection by law 
enforcement,” and thus amplifying their words or actions (as documented through 
social media) might put them in danger, even more so than the average social media 
user (Jules, Summers, and Mitchell). In a similar vein, when fanfiction writers were 
asked how they felt about researchers or journalists citing their stories, many fanfic-
tion writers, “whether identifying as LGBTQ themselves or simply thinking about 
their friends, worried that exposing fandom content to a broader audience could 
lead to fans being accidentally outed” (Dym and Fiesler). Because of such risks and 
other privacy concerns, some scholars choose to anonymize social media posts. This 
would seem to be an easy way to protect the privacy of individual social media users 
while also including direct textual evidence in published research.

Yet anonymity is not a sufficient strategy both because it is not actually effec-
tive for protecting users’ privacy and because it robs users of authorship. “Even when 
anonymized by not including usernames, content from social media collected and 
shared in research articles can be easily traced back to its creator,” as Dym and Fiesler 
assert, drawing on a study by John W. Ayers and colleagues. Furthermore, anonym-
ity does not give users proper intellectual credit, as Amy Bruckman argues. For these 
reasons, seeking explicit permission from users is usually the best approach to cita-
tion, and it can even lead to more meaningful and substantive forms of commu-
nity engagement. For example, in my research with Maria Antoniak on Goodreads 
reviews, we sought permission from each Goodreads user whom we directly quoted 
in our published work. We messaged these users on the Goodreads platform, 
described our research, asked for permission to quote from a specific review, and 
offered different attribution options, such as their real name, username, or the anon-
ymous pseudonym “Goodreads user.” While some users simply replied with a quick 
“yes” or “no,” many users responded with follow- up questions about the research, 
how exactly we planned to cite them, and where they could find the article when it 
was published. Some users even offered helpful contextualization and further expla-
nation of their reviews. Asking for consent thus opened the door to a more recipro-
cal, collaborative, and informed relationship with the users whom we were studying.
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Though seeking explicit permission from these Goodreads users was a reward-
ing experience in many ways, it also highlighted some of the drawbacks of this 
approach, including the fact that many Goodreads users did not respond to our 
inquiries at all.16 When it is not possible to gain permission from users, Dym and 
Fiesler recommend paraphrasing posts in such a way that they are not traceable 
back to the original post or ethically “fabricating” material in ways that Annette 
Markham has advocated and described, such as by creating a composite account 
of a person, interaction, or dialogue. Paraphrasing strategies were effectively used 
by Antoniak, David Mimno, and Karen Levy in their computational analysis of 
the Reddit community r/BabyBumps, a community for sharing birth stories. The 
authors chose to paraphrase Reddit posts included in the article in order to “mini-
mize the possible identification of and harm to the authors” (23). Taking a differ-
ent tack, Freelon, McIlwain, and Clark decided to include links to tweets rather 
than the full texts of tweets in their study, which allowed Twitter users to delete their 
tweets and to effectively remove themselves from the research. Additionally, they 
only linked to tweets that were already reasonably exposed to the public, such as 
tweets with more than 100 retweets, tweets published by officially verified Twitter 
accounts, or tweets published by Twitter accounts with more than 3,000 followers.17 
Such thresholds— metrics that can be used to assess whether republishing a post 
will unduly increase exposure or risk to the author— can be devised for other plat-
forms and contexts as well. All of these strategies— paraphrasing posts, linking to 
posts rather than quoting text, and establishing “reasonably public” thresholds— can 
be effective approaches to citation in humanistic research with social media data.

Yet it is important to acknowledge that many of these approaches disrupt 
comfortable and commonly used methodologies in humanistic scholarship, such 
as close reading. I feel the discomfort, too. As a literary critic with a reverence for 
texts, it is slightly painful for me to think about paraphrasing an especially colorful 
tweet or a hilarious Goodreads review. Yet I also recognize that the evolving nature 
of humanistic research demands that we expand beyond our comfort zones and dis-
ciplinary trainings. If embracing new approaches means better protecting people, 
isn’t it worth the discomfort?

Sharing Data

Sharing data and code has become an important practice in quantitative literary 
studies and in the broader digital humanities. As the Journal of Cultural Analyt-
ics, one of the field’s leading research journals, contends: “Shared data helps foster 
a community of critical analysis and widens the circle of who can participate.”18 
In keeping with this conviction, the Journal of Cultural Analytics requires that “all 
data and code relevant to articles published in [the journal] will be made publicly 
available,” including “underlying text, audio, or image files; derived data used in the 
analysis; and code used to acquire, clean, and analyze collections.” But social media 
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data troubles this policy, as the journal acknowledges, because “user- generated con-
tent should not be recirculated without permission.” The risks previously discussed 
with regard to social media citation are amplified many times over when sharing 
full datasets, because full datasets include more potentially identifiable data about 
more users.

Testifying to such risks, the authors of a white paper on the Documenting the 
Now project discuss how their technical lead, Ed Summers, was once asked to share 
some of the Twitter data that he had collected about the 2014 #Ferguson protests— 
data that documented both virtual and on- the- ground protests sparked by the 
unjust murder of Michael Brown, who was shot and killed by a police officer in 
Ferguson, Missouri. The person asking for this #Ferguson data, Summers discov-
ered, was an employee of a social media data mining company that was collabo-
rating with law enforcement and security services. Though Summers refused the 
request, the Documenting the Now team members realized “how easy it could be 
for the collections we build to be used against marginalized communities” (Jules, 
Summers, and Mitchell). On the other hand, Jackson, Bailey, and Foucault Welles 
have also stressed how essential social media data access is for research and knowl-
edge production: “The threats to privacy and security that are introduced through 
unwanted use of social media data are real, but so too are the threats to social- 
scientific insight if we are unable to create pathways for researchers to access data 
within and across social media platforms” (206). The question of how to safely share 
social media data is an extremely challenging one, and there is no universal solu-
tion to the issues that are raised.

While the conversation around the sharing of social media data is still evolv-
ing, I will briefly point to two potential paths for ethically sharing social media data: 
sharing data in ways that allow for users’ right to be forgotten, and sharing data in 
repositories that offer varying levels of restriction and access. The first path is per-
haps best exemplified by Twitter’s policies for sharing data. Twitter’s terms of ser-
vice do not allow users to share full datasets of tweets, but they do allow the sharing 
of tweet IDs— unique identifiers assigned to every tweet that can be used to retro-
actively access tweets from Twitter’s application programming interface (API). If an 
ID is connected to a tweet that has been deleted, however, the tweet can no longer 
be accessed. “If you squint right,” Ed Summers has argued of this policy, “Twitter is 
taking an ethical position for their publishers to be able to remove their data: to exer-
cise their right to be forgotten.”19 This system allows researchers to share Twitter data 
while also allowing individual users to remove themselves from future versions of 
the data if they wish. Many researchers, such as Freelon, McIlwain, and Clark, have 
shared their data in this format, and the Documenting the Now project even hosts 
a crowdsourced repository of tweet IDs that currently contains more than 6 billion 
of them (catalog . docnow . io). Though this policy is specific to Twitter, the same 
principles can be applied to other platforms and domains. If a researcher collected 
millions of photos from Instagram, as the Journal of Cultural Analytics describes in 
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one of its data- sharing scenarios, that researcher would be discouraged from sharing 
the actual photo data, but they would be encouraged to share the code used to col-
lect the photo data. This would allow other researchers to collect similar data while 
also affording Instagram users more time to remove their posts. Admittedly, this 
prioritization of users’ privacy comes at the cost of replicability. These data- sharing 
strategies do not allow for the exact replicability of data or the exact reproducibility 
of results. But they can still come close to replicating data and reproducing results, 
and they can do so, importantly, in ways that honors users’ right to be forgotten.

The second possible path for safely sharing social media data is to use data 
repositories that offer varying levels of restriction and access. For example, when 
Ryan Gallagher and his colleagues collected tweets for a study about the #MeToo 
movement and online disclosures of sexual violence, they chose to share tweet IDs 
for the underlying data through the Inter- University Consortium for Political and 
Social Research (ICPSR), housed at the University of Michigan (Gallagher et al.). 
ICPSR is a data repository commonly used in the social sciences and affiliated with 
more than 780 universities and research organizations around the world. To down-
load any data from this repository, interested parties must agree to terms of respon-
sible use, which include pledges to protect users’ privacy and commitments not 
to redistribute or sell data. ICPSR also allows researchers to place restrictions on 
who can access their data— only affiliated ICPSR members, for example, or, more 
restrictively, only affiliated ICPSR members who fill out an extensive application 
and gain IRB approval. Because of the sensitive nature of #MeToo tweets, Gallagher 
et al. chose to place strict restrictions on their data.20 To access it, a researcher must 
submit an application package that includes, among other things, IRB approval, an 
approved security plan, and a confidentiality pledge. I believe that data repositories 
like ICPSR may also be useful for humanistic research with social media data. In 
fact, ICPSR is developing a repository specifically designed for social media data, the 
Social Media Archive (SOMAR), which will make it particularly useful (Hemphill, 
Leonard, and Hedstrom; Hemphill). More important than the specific data reposi-
tory, however, is the larger principle of controlling who data can be shared with, and 
by what means it can be shared. For scholars who wish to share full social media 
datasets, especially if the data involves sensitive information, I recommend placing 
restrictions on who can access it.

Living Data

Computational reception studies is not just a future chapter of quantitative literary 
studies— it is one that is already being written. This exciting work, as I have shown, 
is already taking place. But the living data that computational reception studies 
often relies on (and will increasingly rely on)— Goodreads reviews, fanfiction sto-
ries, Tumblr comments, and more— requires a rethinking of how we cite texts, how 
we share data, and how we engage with the communities who produce these texts 
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and data. Moving forward, we must listen to and participate more fully in data eth-
ics conversations happening in other areas of the digital humanities and in the social 
sciences, and we must recognize our deep connections to both of these fields. The 
ethical complexities involved with studying social media data can be overwhelm-
ing, especially for scholars who have not worked with social media data before. But 
if we take the time to understand current best practices and ethical guidelines, we 
can continue to author this exhilarating new chapter of quantitative literary studies 
and the digital humanities.

This type of research can also help advance a goal that has long been associ-
ated with the digital humanities: connecting our work back to the communities 
that initially inspired it. Among Dym and Fiesler’s findings on fanfiction data was 
that, “despite some risk— many of [their] participants were excited about the idea 
of research shining a light on the practices and communities of fandom.” I have 
witnessed similar excitement when interacting with Twitter and Goodreads users. 
Some of them have sent me long direct messages explaining why they love books and 
publishing reviews online, and some have been unexpectedly eager to learn about 
my research. It has been a surprise and joy to meet the people behind my data, and it 
has made me ever more aware that this data is, in the words of Dym and Fiesler, liv-
ing data. Recognizing and being responsible to the people behind social media data 
may be one of the most difficult and challenging aspects of future research in this 
area, but as I have found in my own work, it may also be one of the most rewarding.

Notes

 1. For more on the history of institutional review boards and the egregious abuses 
that motivated them, see Won Oak Kim, “Institutional Review Board (IRB) and Ethical 
Issues in Clinical Research,” Korean Journal of Anesthesiology 62, no. 1 (January 2012): 
3– 12, https:// doi . org / 10 . 4097 / kjae . 2012 . 62 . 1 . 3; Todd W. Rice, “The Historical, Ethical, and 
Legal Background of Human- Subjects Research,” Respiratory Care 53, no. 10 (2008): 5; 
Patricia Cohen, “As Ethics Panels Expand Grip, No Field Is Off Limits (2007),” New York 
Times, February 28, 2007, Arts, https:// www . nytimes . com / 2007 / 02 / 28 / arts / 28board . html .
 2. Some IRB offices still recommend caution with publicly available data, however. 
For example, as of 2013, Cornell University’s Office of Research Integrity and Assurance 
recommended that researchers who use publicly available social media data seek “formal 
confirmation of non- human participant research status for the study . . . because of the 
emerging ethical sensitivities in this area” (see https:// researchservices . cornell . edu / sites 
/ default / files / 2019 - 05 / IRB%20Policy%2020 . pdf).
 3. See Bailey.
 4. Though the subfield that encompasses this work does not yet have a coherent or 
widely recognized name, I offer computational reception studies as one potentially unify-
ing term. I use the term reception studies because it capaciously captures the diversity of 
data relevant to the subfield, and I use the term computational rather than quantitative 



melanie walsh290 ]

because computation holds special consequences in this area (e.g., the computational col-
lection of users’ data).
 5. See also DeWitt, who points out that readers are often “central” to Franco Moret-
ti’s arguments yet completely “absent from his evidence” (162). Similarly, Tatlock and col-
leagues claim that quantitative approaches in literary studies tend “to downplay reader 
agency and heighten attention to ‘objective’ textual features.” However, they emphasize that 
the same methods can also be used to analyze reading behavior and “enhance our under-
standing of how meaning is co- constructed” (Tatlock et al.).
 6. See Ryan Cordell and David Smith’s 2017  “Viral Texts Project: Mapping Net-
works of Reprinting in 19th- Century Newspapers and Magazines,” http:// viraltexts . org; 
Lincoln Mullen, “America’s Public Bible: Biblical Quotations in U.S. Newspapers,” http:// 
americaspublicbible . org / ; “Reading Chicago Reading,” https:// dh . depaul . press / reading 
- chicago / ; and “Open Syllabus,” https:// opensyllabus . org /  .
 7. See Black, who similarly argues that “using the Internet as a data source would 
afford access to text written by both professionals and amateurs, a distinction that is often 
not available when working with more formal archives” (103).
 8. Emphasizing the usual absence of firsthand evidence from readers, Richard D. 
Altick once said of Victorian readers that “the great majority of the boys and girls and men 
and women into whose hands fell copies of cheap classic reprints did not leave any printed 
record of their pleasure. Only occasionally did the mute, inglorious common reader take pen 
in hand.” Altick, “From Aldine to Everyman: Cheap Reprint Series of the English Classics 
1830– 1906,” Studies in Bibliography 11 (1958): 3– 24, https:// www . jstor . org / stable / 40371227 .
 9. Scraping data from the web is by no means free of complication. As my work with 
Maria Antoniak shows, Goodreads and its parent company Amazon purposely limit the 
amount of review data that can be accessed from the website (Walsh and Antoniak).
 10. Similarly, Micah Bateman traces references to poets such as Maya Angelou and 
Audre Lorde in the tweets of Democratic politicians, arguing that the citation of these 
Black poets is strategically intended to mark the politicians as progressive. Micah Bateman, 
Lyric Publics: The Uses of Poetry in American Social Media Campaigns (PhD diss., Univer-
sity of Texas at Austin, 2021). He also traces quotations of Bertolt Brecht in Trump- era 
tweets; Micah Bateman, “Tweeting (in) ‘Dark Times’: Brecht’s Second Svendborg ‘Motto’ 
Post- Trump,” Ecibs: Communications of the International Brecht Society, no. 2020:1 (April 6, 
2020), https:// e - cibs . org / issue - 2020 - 1 /  # bateman .
 11. Alexandra Edwards, PhD (@nonmodernist), “And I have to wonder . . . did they 
go through IRB for this?” Twitter, December 19, 2020, https:// twitter . com / nonmodernist 
/ status / 1207804598414647296 .
 12. This emphasis on the contextual nature of privacy echoes another principle of the 
Feminist Data Manifest- NO, which asserts that “risk and harm associated with data prac-
tices can[not] be bounded to mean the same thing for everyone, everywhere, at every time” 
and that “historical and systemic patterns of violence and exploitation produce differen-
tial vulnerabilities for communities” (see Chapter 8, The Feminist Data Manifest- NO.)
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 13. “We view hashtag users and creators as researchers themselves, and we see part 
of our charge as practicing a more egalitarian model of research whereby our ‘subjects’ 
are understood to be collaborators, particularly in light of the way some researches have 
exploited prominent Twitter and hashtag users. We shift this practice of potential harm by 
working collaboratively, ensuring that creative voices are front and center” (Jackson, Bai-
ley, and Foucault Welles, xl).
 14. See especially Busse (12– 13) for an insightful reflection on why hard permission 
policies are not always tenable.
 15. As Moya Bailey puts it, “Digital Humanists interested in conducting research that 
is ethical and feminist must go beyond the simple politics of citation, as citation itself may 
be the thing that creates the harm to the community.”
 16. Busse (12– 13) discusses encountering similar issues with regard to permission.
 17. Freelon, McIlwain, and Clark note that 3,000 followers placed a user in the top 
one percent of the most followed Twitter accounts at that time.
 18. On its About web page, the Journal of Cultural Analytics explains various policies, 
including its Data Sharing Policy.
 19. Ed Summers, “On Forgetting,” Medium, May 19, 2017, https:// medium . com / on 
- archivy / on - forgetting - e01a2b95272 .
 20. See also Ryan J. Gallagher, Elizabeth Stowell, Andrea G. Parker, and Brooke 
Foucault Welles, “#MeToo Tweet IDs, October 15– 28, 2017,” Inter- University Con-
sortium for Political and Social Research, November 11, 2019, https:// doi . org / 10 . 3886 
/ ICPSR37447 . V1 .
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